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EGM101 — Skills Toolbox

Week 7, Part 6: The Central Limit Theorem



l:g:tw The Central Limit Theorem: Setup

 If we have:
- Population with mean p, finite variance o2
- S, ={X,, X,, ..., X,}: random sample from
population

51:{X1’X2’X3:X4:X5}

- X,: the sample mean of S, ®o C I )

populaton  ® | S.=(X,,X,, X, X, X.]
® o

What do we know about the sampling

I)
error: ®

- i.e., how far away from p is X,? P

SN:{X1:X2:X3’X4:X5}

Remember: we know from the law of large
numbers that X, gets closer and closer to
I as we increase n

Question: what happens if we take many
different random samples?
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l:ster The Central Limit Theorem (CLT)

* The Central Limit Theorem: 0.10 55— =
- As we increase n, the distribution of the 0.08
sample means approximates a normal 0.06
distribution with mean p and variance o2 0.04.
* |In other words, as we take larger 0.02{ ______
samples, the distribution of the 0,00 o ST -
sample means: S010 gy
- Becomes more like a normal distribution 0.08
- Has a mean and variance that looks like 0.067
the population 0.04]
« Note: this does not depend on the %02
0.00

distribution of the population!* 220 ~20 0 20 40 -40 —20 ©0 20 40

X
*some exceptions apply



lgtw How Can We Spot Normal?

* One way: plot a normal curve on r=1 - 1= -
top of the histogram 50- ” .
* Another way: a Q-Q (quantile- 0! o
guantile) plot
. . =501~ 20
- Plots quantiles of datasets against $ |7
each other > 50 0 50 20 0 20
§ n=10 n=20 20
- Here: actual values of sample means ® 201 ’
vs normal distribution with same p, o
— If distributions are similar, should 0 0
make a straight line
* As n increases, dots get closer to A & 20

—20 0 20 -20 0 20

the ||ne (bEComeS mOI'e nOI‘ma|) theoretical value



lﬁ;gzg,siw Skew and Kurtosis

* We've seen skew before (W5, P6)

- Measure of whether data “leans”
relative to symmetrical

- Positive: “right-skew” (leans left)
- Negative: “left-skew” (leans right)

e Kurtosis:

- Measure of how much of the
distribution is in the “tails” vs the
“peak”, compared to normal
distribution

- Positive: heavier peak
- Negative: heavier tails

0.10

0.08 -
;2006-
Il

< 0.04-

0.02 1

0.00-

m— n=1, skew=-0.02, K=-1.21
m— n=5, skew=-0.05, K=-0.20
= =10, skew=0.01, K=-0.08
= N=20, skew=0.01, K=-0.07

40 -20

o

20

40



U’?tw Standard Error of the Mean

* We still have some dispersion
(spread) of the mean of the

20 -
sample means around u

 But, as n Increases:

- Mean of sample means gets
closer to u

15

Ox

10
— Dispersion decreases

e Standard error of the sample 51
mean, o

.= 0O 10 20 30 40 50
X

Vn n
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lwsrer Confidence Intervals

» By the empirical rule:
B 95% area

- For 95.45% of samples, sample mean is 5% area
within two standard errors of u

- For 95% of samples: 1.96 standard deviations

* In other words, there is a 95% probability
that u is within the interval (range) from
[X - 1.960,, X + 1.960,]
- Only a 5% chance that p is outside of this
range
* We can say, “with 95% confidence”, that
IS within X + 1.960,

- Can construct similar intervals for 90%, 99%,
99.5%, 99.9%, etc.

probability density

X —1.960% X  x+1.960%



lj:tt, Consequences of the CLT

* We can use hypothesis tests o ~q
: . . : 0.0F=-=========—- o "..'—a'e————
(next week!) with distribution of St S V0 e
o
sample means of non-normal 021 L o°
data if: o044
- Sample size is “large enough” 0
_ £ —0.6
- “Large enough”: typically n > 30 2 °
. . -0.8
* As n increases, sampling error
decreases —1.01
- In other words, average of many ~1.21e
measurements is more accurate 0 10 20 30 40 50

than a single measurement n



lﬁ}g{g,siw Summary

 The CLT tells us that the distribution of sample means
from a population approximates a normal distribution

* This means that with a “large enough” sample size, we
can treat non-normal data as If it were normal

 We can also use CLT to estimate sampling error

* The average of many estimates Is more accurate than
a single estimate



lﬁ:.?i{grsiw Additional Resources

* lllowsky and Dean, Chapter 7

* Caswell, Chapter 14.1-14.2

* Weiss, Chapters 7.2—-7.3

e Central Limit Theorem Explained [Jim Frost]

* Assessing Normality [Jim Frost]

* Central Limit Theorem [Khan Academy]

« Sampling distribution of the sample mean [Khan Academy]
* onlinestatbook.com sampling distribution simulator


https://statisticsbyjim.com/basics/central-limit-theorem/
https://statisticsbyjim.com/basics/assessing-normality-histograms-probability-plots/
https://www.youtube.com/watch?v=JNm3M9cqWyc
https://www.youtube.com/watch?v=FXZ2O1Lv-KE
https://onlinestatbook.com/stat_sim/sampling_dist/index.html
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